Orogen response to changes in climatic and tectonic forcing
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Abstract

Despite much progress, many questions remain regarding the potential dynamic coupling between atmospheric and lithospheric processes in the long-term evolution of mountain belts. As a complement to recent efforts to discover the interrelationships among climate, topography, erosion, and rock deformation under conditions of mass-flux steady state, we explore orogen response to changes in climate and tectonic influx. We derive an analytical model that predicts a powerful climatic control on orogen evolution and distinct, potentially diagnostic, responses to climatic and tectonic perturbations. Due to isostatic compensation, the near-surface rock uplift rate during transients is tightly coupled to climate-modulated erosional efficiency. System response is approximately exponential, with a characteristic response timescale that is inversely proportional to the climate- and lithology-modulated erosional efficiency, and is largely insensitive to initial conditions, tectonic influx, and both the sign and magnitude of perturbations.
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1. Introduction

The potential of climate, and climate change, to importantly influence the pace and style of mountain belt evolution has been much discussed and debated, particularly during the past 15 years. Numerical models that include the coupling of tectonic and surface processes have demonstrated that climate-modulated erosion could exert a first order control on the geodynamics of active orogens [1–5]. Field evidence for significant feedback between erosion and tectonics is harder to come by and, although tantalizing, leaves many questions unanswered [6–14]. Much uncertainty remains as to the nature and strength of the role of climate-driven erosion in orogen evolution, and whether or not a diagnostic signature of such can be resolved in the field. For instance, much debate has centered on the role of climate and climate change in the evolution of the relief of mountain ranges [15–19] and in setting erosion rates [20–22].

Recently simplified analytical steady-state models have been used to quantify the strength of coupling among climate, erosion, and deformation [23–25]. Steady-state conditions in an orogen are defined by the balance between erosional efflux and accretionary influx and statistically invariant mean topography [26]. Both laboratory experiments and numerical models have demonstrated that orogenic systems evolve toward steady-state conditions when boundary conditions are constant [2,4,27–29]. However, although there is
evidence that some orogenic systems may have evolved to quasi-steady-state conditions [11,26,30,31], the concept has proven difficult to test rigorously with field data. Moreover, it is important to consider the possibility that the relations among climate, topography, erosion rate, and tectonics may differ markedly during transient evolution of a mountain belt.

To better understand the role of climate and climate change in orogen evolution we address four questions that have emerged from this debate: (1) how are the predicted relationships among climate, erosion rate, tectonics, and rock uplift rate different away from steady state, (2) what parameters control the timescale of orogen response to step-function changes in erosional efficiency or accretionary flux, (3) how likely are steady-state conditions to be attained given the frequency of changes in climatic and tectonic boundary conditions, and (4) what are robust measures of whether a quasi-steady-state has developed? Our approach is to derive an approximate analytical solution for the transient evolution of an orogen from one steady state to another. This model allows us to quantify the relative importance of the variables defining erosional efficiency, orogen geometry, and the tectonic accretionary flux.

2. Evolution of orogen cross-sectional area

We develop a model for the transient evolution of a two-dimensional, two-sided, frictional orogenic wedge by building on our earlier work on the hypothetical steady-state condition [24]. By considering the conservation of mass we can relax the steady-state assumption and derive relationships for the time evolution of orogen area, topographic relief, and rates of erosion, surface uplift, and near-surface rock uplift. Throughout this analysis we assume self-similar wedge growth and decay as seen in both analog sand-box experiments [27,32–34] and in numerical simulations using a Coulomb-plastic rheology [35]. As such, our model is most applicable to narrow, thin-skinned orogenic wedges. Departures from self-similar growth, due to rheologic effects, or temporal evolution of critical taper, will incur some error. Our aim is to model the first-order behavior of the transient evolution of orogens at critical taper.

The rate of change of wedge cross-sectional area, $A$ [m^2], is given by the difference between total mass influx, $F_A$ [m^2/yr], and total erosional efflux, $F_E$ [m^2/yr]

$$\frac{dA}{dt} = F_A - F_E$$ (1)

where $F_A$ includes any sediment recycled back into the orogen through cannibalization of the foreland. The total influx (accretion plus recycled material) may be related to the far-field tectonic influx, $F_{A_0}$, by the relation $F_A = F_{A_0} + \xi \lambda F_E$, where $\lambda$ denotes the fraction of total erosional efflux that is eroded off the pro-wedge side of the orogen, and $\xi$ the fraction of this material that is recycled back into the orogen (Fig. 1). Eq. (1) tracks the volume fluxes of rock, with any density correction to recycled material absorbed into $\xi$. In the limiting case where $\lambda = 1$ and $\xi = 1$, the wedge grows without bound because all eroded material is continually recycled. Whipple and Meade [24] defined $\lambda$ as the fraction of accretionary flux eroded off the pro-wedge. That earlier definition is consistent with our refined and more general definition when the system is at mass-flux steady state. Note that although we hold the recycling efficiency, $\xi$, constant, it can be expected to increase during orogen growth as the foreland is cannibalized, and can be expected to decrease during orogen decay.

Erosional processes remove material from the wedge at a rate defined as

$$F_E = E_p W_p + E_r W_r$$ (2)

where $E_p$ and $E_r$ are the average erosion rates (positive downward) on the pro-wedge and retro-wedge sides, respectively, and similarly $W_p$ and $W_r$ are the widths of the pro-wedge and retro-wedge sides of the orogen (Fig. 1). Under the conditions of mass-flux steady state, $F_E$ equals $F_A$ and the rock uplift rate is determined by the
local erosion rate \[1,24\]. However, away from steady state it is important to distinguish between erosion rate and rock uplift rate as they exhibit different, but strongly coupled, transient behaviors.

Long-term, regional-scale erosion rates are set by rates of river incision into bedrock \[36\]. To model the spatially averaged erosion rate on the channel network, we use the orogen-scale erosion rule derived by Whipple and Meade \[24\]. The derivation of the erosion rule rests on three assumptions: (1) equilibrium river profiles are well-described by Flint’s Law, \( S = k_s A^{−θ} \), where \( S \) is local channel gradient, \( A \) is upstream drainage area \([m^2]\), \( k_s \) is the steepness index \([m^2/yr]\), and \( θ \) is the concavity index \(218–228\).

The derivation of the orogen-scale erosion rule derived by Whipple and Meade \[24\]. The derivation of the erosion rule rests on three assumptions: (1) equilibrium river profiles are well-described by Flint’s Law, \( S = k_s A^{−θ} \), where \( S \) is local channel gradient, \( A \) is upstream drainage area \([m^2]\), \( k_s \) is the steepness index \([m^2/yr]\), and \( θ \) is the concavity index \(e.g., [37,38]\); (2) there is a power–law relationship between the steepness index, the mean rock uplift rate \(U\), and erosional efficiency \(C'\), \( k_s \propto (U/C')^{f}; \) and (3) the concavity index \((θ)\) is invariant with both rock uplift rate and erosional efficiency. Given these assumptions, steady-state fluvial relief \(R_0\) is set by the steepness index and wedge width, \(R_0 \propto k_s(W_t^{α} – h)\), where \(h\) is the inverse of the Hack exponent \[39,40\]. The orogen-scale erosion rule \[24\] is found by equating wedge relief, \(R = W \tan θ\), with fluvial relief \(R_0\) (thus \(k_s \propto W_t^{α} \tan θ\)) solving for \(U\), and noting that \(E = U\) at steady state:

\[
E_{ps} = C_{ps}(\tan θ_{ps})^{b} W_{ps}^{a}
\]

where the subscripts \(p\) and \(r\) indicate the pro- and retro-wedge sides, respectively \(\text{Fig. 1}\), \(a = hθ/f\), \(b = 1/f\), and \(C\) is linearly proportional to the coefficient of erosional efficiency \(C'\) in the underlying fluvial incision rule \(e.g., [40,41]\). Erosional efficiency is a function of both climate and rock properties, and varies over at least three orders of magnitude \(e.g., [42]\) and \(0.4 ≤ a ≤ 1.4\) and \(0.7 ≤ b ≤ 2.0\) are the expected ranges for the model exponents, see Eq. \(23\) of Whipple and Meade \[24\] for details. Whipple \[38\] has recently reviewed the current understanding of the myriad controls on erosional efficiency and the present difficulty of quantitatively relating this model parameter to measurable climatic and lithologic properties \(\text{see also references therein}\). However, Eq. \(3\) holds for any incision rule consistent with the three assumptions listed above.

The dependence on wedge width in the orogen-scale erosion rule reflects the fact that to maintain the same regional topographic gradient \(\text{critical taper \[1,24\]}\), rivers in larger catchments must be steeper at any given drainage area than rivers in smaller catchments. Generally catchment size will increase in proportion with wedge width and therefore erosion rate will increase with wedge width, even for fixed climatic and lithologic conditions \[24\]. Stolar et al. \[35\] have demonstrated that numerical simulations of coupled mechanical deformation \(\text{Coulomb-plastic rheology}\) and surface process \(\text{fluvial and hillslope processes operating in a 2D representation of topography}\) models predict the same relations among steady-state wedge width, accretionary flux, rock uplift rate, and erosional efficiency as derived by Whipple and Meade \[24\] and Roe et al. \[25\], thus confirming the validity and utility of Eq. \((3)\) and the closely related derivation of the steady-state scaling laws in Roe et al. \[25\]. Here we make the further assumption that Eq. \((3)\) applies during transient adjustment of orogen size, consistent with self-similar wedge growth and decay. We do not model the co-evolution of orographic precipitation and topography.

Using \((2)\) and \((3)\), the fraction of eroded material derived from the pro-wedge is:

\[
λ = E_p W_p / F_E = C_p / (C_p + C_r W_s^{a+1})
\]

For self-similar wedge growth the ratio of pro-wedge to retro-wedge widths, \(W_s = W_r / W_p = \tan θ_p / \tan θ_r\), is constant. Using this geometric constraint, the total erosional efflux can be written in terms of the pro-wedge width alone as:

\[
F_E = C' W_p^{a+1}
\]

where \(C' = (\tan θ_p)^b(C_p + C_r W_s^{a+1})\). \(C'\) is linear in both \(C_p\) and \(C_r\), but is weighted toward \(C_p\) because of the larger size of the pro-wedge \(\text{Fig. 1}\). We assume that wedge geometry is consistent with the maintenance of Airy isostasy, so that pro-wedge width is related to wedge area by \(W_p = \sqrt{A/T}\), where \(T = \tan θ_p \left(\rho_m / (\rho_m - \rho_c)\right) (1 + W_s) / 2\), and \(\rho_m\) and \(\rho_c\) denote the density of mantle and crust, respectively. Using the orogen-scale erosion rule and the above geometric relations we can re-write the mass balance evolution equation as

\[
\frac{dA}{dt} = F_{ds} - K^* A^p
\]

where \(K^* = (1 - ξλ)C' \Gamma^{-p}\) and \(p = (a+1)/2\). At steady state, \(dA/dt = 0\) and wedge area is given by \(A = [F_{ds} / K^*]^{1/p}\). The expected range for the wedge-area exponent is \(0.7 ≤ p ≤ 1.2\) \[24\], and \(K^*\) has units of \(m^{-2p} \text{yr}^{-1}\).

3. Orogen response time

Consider the response of an orogenic wedge initially at flux steady state to an instantaneous change in either tectonic forcing \(\text{accretionary influx, \(F_{ds}\)}\) or climate
(reflected in the coefficient of erosion, $K^*_{f}$). For $p=1$, a solution to the area evolution equation from initial steady state, $A_i$, to final steady state, $A_f$, is

$$A(t) = A_f + (A_i - A_f)e^{-\kappa t}$$  \hspace{1cm} (7)$$

where $t$ is time since the change in climatic or tectonic forcing and $\kappa = K^*_{f}$ (coefficient of erosion of the final state). The transition from $A_i$ to $A_f$ is exponential with an e-folding time $T_{1/e} = 1/\kappa$. Remarkably, for the $p=1$ case, the response timescale, $T_{1/e}$, is set entirely by $K^*_{f}$, which is linearly dependent on the climate-modulated coefficient of erosion, $K$, in the bedrock channel incision model [24,40]. Thus, for $p=1$, the response timescale is independent of the initial and final cross-sectional areas, the accretionary flux, and both the magnitude and sign of the perturbation. Note that the case where accretionary flux is reduced to zero, and thus $A_f=0$, would be better treated by relations for a constant-width orogen (see below and Pazzaglia and Brandon [43]) because in the absence of an accretionary flux, the orogen ceases to deform as a critical taper wedge. Moreover, Baldwin et al. [44] have discussed the role of a critical threshold for channel incision in preserving significant post-orogenic residual relief (with low gradient channels, very low erosion rates, but potentially steep hillsides) for for hundreds of millions of years (see [45,46,47,48]). Thus our model is restricted to actively deforming orogenic wedges.

For arbitrary values of $p$, we are unaware of an exact closed form solution to Eq. (6). However, one may anticipate that the solution will have an approximately exponential form in the vicinity of $p=1$. Accordingly, we seek to find a generalized definition of the decay constant, $\kappa$, in Eq. (7) that is approximately valid for the expected range of the wedge area exponent, $0.7 \leq p \leq 1.2$. This is accomplished by deriving two relations for $dA/dt$, evaluating them at time $t=0$ (the onset of tectonic or climate change), equating them, and solving for the effective value of the decay constant, $\kappa$.

From Eq. (6) the rate of change of cross-sectional area at $t=0$ is

$$\frac{dA}{dt} \big|_{t=0} = F_{A_f} - K^*_{f} A_i^p$$  \hspace{1cm} (8)$$

The rate of change of cross-sectional area can be found independently by differentiating Eq. (7) and setting $t=0$

$$\frac{dA}{dt} \big|_{t=0} = \kappa (A_f - A_i)$$  \hspace{1cm} (9)$$

Equating Eqs. (8) and (9), solving for $\kappa$, we find

$$\kappa = \frac{K^*_{f} (A_f^p - A_i^p)}{(A_f - A_i)}$$  \hspace{1cm} (10)$$

Eq. (10) reduces to the exact solution for $p=1$. The accuracy of this approximate solution can be demonstrated by comparison with numerical integration of Eq. (6) for a range of $p$ (Fig. 2). The approximate analytic solution is quite good, with deviations from the numerical results of less than 5% for up to factor of 2 changes in $F_A$ or $K$. Significant departures from the approximate analytical solution occur during later stages of orogen evolution when $F_A$ is reduced by more than 90% of the initial steady-state value.

Note that $K^*_{f}$ has units that depend on $p$. Careful tracking of units and calculating appropriate values of $K^*_{f}$ from the underlying relations for $C_p$ and $C_i$ (Eq. (23) in Whipple and Meade [24]) and for the coefficient of fluvial erosion in the stream-power river incision model, $K$ (Eq. (8b) in Whipple and Tucker [40]) is required.

The sensitivity of response time ($T_{1/e} = 1/\kappa$) to the exponent $p$ may be evaluated by computing the ratio of
response times \( T_{p_2}/T_{p_1} \) of wedges starting with the same initial cross-sectional area and subjected to the same magnitude change in erosional efficiency \( (\Delta C) \) but with two different \( p \) values (denoted \( p_1 \) and \( p_2 \)). Because \( K^* \) is a dimensional variable with dimensions that depend on \( p \), the condition that initial cross-sectional areas are identical requires that initial values of \( K^* \) are related by:

\[
K^*_{p_2} = (K^*_{p_1})^{p_1/p_2} F_{\Delta_h}^{1-p_2/p_1}
\]

(11)

With this condition, the ratio of response times can be derived from (10):

\[
\frac{T_{p_2}}{T_{p_1}} = \frac{(\Delta C^{-1/p_2}-1)}{(\Delta C^{-1/p_1}-1)}
\]

(12)

Recognizing that \( A_{w2}/A_{w1} = \Delta C^{-1/p} \), we find that the ratio of response times is simply equal to the ratio of percent change in wedge size required to reach the new steady state for each value of \( p \). Eqs. (10) and (12) indicate that for \( p \neq 1 \), response time is a weak function of accretionary flux, initial wedge size, and both the magnitude and sign of the perturbation. As shown in Fig. 3, \( T_{1/e} \) is found to vary by less than a factor of two within the expected range of \( p \) (0.7–1.2), a surprisingly weak dependence.

4. Comparison with previous work

Within the last decade, several researchers have investigated the problem of orogen response time following perturbations in either climatic conditions or accretionary flux. Early treatments considered constant-width orogens \[43, 49\], and the three more recent papers considered critical taper orogenic wedges \[35,50,51\]. These are similar to our model set up, though only Stolar et al. \[35\] considered asymmetrical, two-sided wedges (a symmetrical two-sided wedge has the same solution as a one-sided wedge with a rigid backstop). Our analysis is consistent with these other works, but is founded on a more complete erosion rule, is more general, and is more explicit about the various factors that control response time.

Constant-width orogens can be considered a special case of the deforming-wedge analysis. Pazzaglia and Brandon \[43\] present a relatively complete solution for a constant width orogen using the simple rule that erosion rate scales with mean elevation (or equivalently with total relief, \( R \)), which is consistent with (3) for the condition \( a=b=1 \) and \( C=C_f \). Their solution is directly analogous to ours:

\[
R(t) = R_t + (R_t-R_f)e^{-C \left( \frac{W}{C_h} \right)^f t}
\]

(13)

where \( R_t = U_t/C_h \) and \( R_f = U_f/C_{tf} \). As with our \( p=1 \) case, the response time scales inversely with the coefficient of erosion and is independent of both tectonic mass-flux and orogen size.

Kooi and Beaumont \[49\] did not derive an expression for response time, but found through numerical simulations that it was sensitive to erosional efficiency and relatively insensitive to changes in rock uplift rate, consistent with Pazzaglia and Brandon \[43\] and our deforming-wedge solution. Kooi and Beaumont \[49\], however, did find a strong dependence on orogen width. This departure in model behavior stems from a difference in the channel incision rule they used. As orogen width becomes large, erosion rates predicted by their “under-capacity” channel incision rule become invariant with width because channel concavity index, \( \theta \), approaches zero at large drainage area \[41\] (recall that in Eq. (3) \( a=h0/f \)). Thus in their model, for large \( W \) mean erosion rate scales with regional slope only. As regional slope is given by \( R/W \), the Kooi and Beaumont \[49\] erosion rule for large \( W \) becomes Eq. (3) with \( a=0 \), \( b=1 \) and \( C=C_f/W \), resulting in the observed dependence on orogen width.

Hooke \[50\] set up his analysis much as we have, except with a symmetrical two-sided wedge (essentially the one-sided problem) and using simplified rules with erosion rate growing linearly with relief (e.g., Pazzaglia and Brandon \[43\]), or increasing exponentially with relief \[52\]. Hooke also found a response timescale that was sensitive to the erosion coefficient and insensitive to tectonic influx. However, his perturbation analysis did not yield the simple analytical solution we present. In
addition, his analysis suggests a response time that is strongly dependent on initial relief, even for erosion linear in relief. This finding is at odds with both our analysis and that of Pazzaglia and Brandon [43].

Recent numerical integrations for one-sided and two-sided wedges conform closely to the predictions of our analytic model. Although Hilley et al. [51] did not derive relations for response time, the inverse dependence on erosional efficiency and insensitivity to accretionary flux that we predict are consistent with their results. One point of departure with their analysis, however, lies in the sensitivity of response time to the exponents in the erosion rule (p in Eq. (6)). As shown above in Eqs. (11) and (12), the claim by Hilley et al. [51] that response time is highly sensitive to erosion law exponents is in our view an artifact of independently varying these exponents in various model runs without regard to the dimensionality of the coefficient of erosion \((K_p^*)\). The simulations of coupled mechanical deformation (Coulomb-plastic rheology) and surface process models presented by Stolar et al. [35] are consistent with our approximate analytical solution. Stolar et al. [35] find a close match between predicted response time using our solution and model output for simulations in which step-function increases and decreases in both erosional efficiency and accretionary flux were explored. Stolar et al. [35] used model parameters consistent with \(p = 0.85\) in these simulations.

5. Surface uplift, rock uplift, and erosion

Surface and rock uplift are defined as positive upward and measured relative to the geoid at or near the earth’s surface — rock uplift rate may be expected to vary significantly with depth [24]. The definition that near surface rock uplift rate equals the sum of surface uplift rate and erosion rate \((U \equiv U_s + E)\) holds at all times [53]. Thus, provided we can write \(U_s\) and \(E\) as a function of time, we can solve explicitly for the time evolution of the near surface rock uplift rate. Further, as pointed out by Molnar and England [15], isostatic compensation of erosion is often the dominant contributor to total rock uplift rate during transient decreases in mean elevation and crustal thickness, suggesting the likelihood of a strong coupling between rock uplift rate and climate or climatic change [15].

The elevation of the range crest is \(R = W_p \tan \theta_p = \frac{A}{R} \tan \theta_p \sqrt{A/\Gamma}\) and the rate of surface uplift, \(U_s\), is given by

\[
U_s = \frac{dR}{dt} = \frac{\tan \theta_p}{2} \frac{dA}{dt} \frac{1}{\Gamma}\frac{d\Gamma}{dt}
\]

(14)

where the time evolution of \(A(t)\) is given by Eq. (7) and \(dA/dt = \kappa(A_f - A_r)e^{-\kappa t}\). Surface uplift rates are the same on the pro- and retro-wedge sides of the orogen, as required for self-similar growth. The pro- and retro-wedge orogen-scale erosion rates \((E_p, E_r)\) as a function of time can be found by substituting the final \(C\) values and the evolving wedge width \(W_p = \sqrt{A/\Gamma}\), \(W_r = W_s W_p\) into Eq. (3):

\[
E_p = C_p (\tan \theta_p)^b \left(\frac{A(t)/\Gamma}{A}\right)^a;
\]

\[
E_r = C_r (\tan \theta_r)^b \left(\frac{W_s \sqrt{A(t)/\Gamma}}{A}\right)^a
\]

(15)

The near surface rock uplift rate is the sum of surface uplift (Eq. (14)) and erosion rates (Eq. (15)) \(U_{p,r} = U_s + E_{p,r}\) (Fig. 4).

Interestingly, whereas the evolution of \(A\) and \(F_E\) are uniquely described by \(K_p^*\) (Eq. (7)), regardless of the relative values of \(C_p\) and \(C_r\), the evolution of the patterns of rock uplift rate and internal deformation is strongly influenced by the relative erosional efficiency on the pro- and retro-wedges. The controls on the relative sensitivity of \(U_p(t)\) and \(U_s(t)\) to changes in \(C_p\) and \(C_r\) are much the same as for the steady-state case and have been discussed in some detail by Whipple and Meade [24].

6. Application to the Taiwan orogen

As an example of system response to tectonic forcing, Fig. 5 shows the growth of an orogenic wedge from the onset of convergence through an asymptotic approach to mass-flux steady state. Model parameters are set to approximately represent conditions in the Taiwan Central Range (Fig. 5). This calculation predicts a steady-state configuration with \(\sim 88\) km total range width, a \(\sim 2.3\) km mean crest elevation, and \(\sim 5\) mm/yr and \(\sim 7\) mm/yr rock uplift rates on the pro-wedge and retro-wedge sides, respectively. These values are consistent with erosion rates estimated by Willett et al. [11] and with observations in the northern half of the Taiwan Central Range, where some authors have suggested the presence of steady-state conditions [11,54]. We calculate an expected e-folding time of 1.2 Ma, such that a close approach to steady-state conditions might be expected in \(\sim 3-4\) Ma, provided tectonic and climatic conditions have remained steady. This time scale is short enough for the northern portion of the Taiwan orogen to have approached near-steady conditions \((\sim 95\%)\) since the onset of collision, estimated
at 3–5 Ma [11,55,56], provided steady tectonic and climatic forcing. It is worth noting, however, that systems with less erodible rocks and less rainfall (lower $K^\ast$) can have characteristic response times of tens of millions of years (e.g., [51]). Under such conditions, orogenic systems are unlikely to attain a steady-state configuration before accretionary flux or convergence geometry changes.

Given the frequency of climatic oscillations through the Quaternary, however, truly steady-state conditions are rarely achieved [57]. Although orogen size and long-term average rock uplift rates may adjust to the long-term mean climate state [58], erosion rate and sediment flux data over $10^2$–$10^3$ year timescales are strongly influenced by high-frequency climatic, land cover, and seismic activity variations, and cannot be used to assess whether a system is approaching a long-term quasi-steady state [9]. However, assuming a sudden switch in mean climate at 2 Ma, the response time scale is sufficiently short for the Taiwan orogen to have adjusted to within ~85% of quasi-steady conditions reflecting the mean Quaternary climate state. This analysis does not include the effects of the evolving pattern of orographic precipitation. By choosing model parameters to represent modern conditions we predict a reasonable modern topography. However, it is likely that precipitation rates were lower in the early stages of orogenic growth; our response-time calculation is therefore a minimum estimate.

In addition to providing a quantitative estimate of the time required to reach flux steady-state conditions there are implications for the metrics used to test the steady-state assumption. Fig. 5 shows that while in this scenario the system requires 3–4 Ma for a close approach to steady-state conditions in terms of erosional flux and topography, the erosion rate approaches near-steady conditions in under 2 Ma, and the rock uplift rate nears steady conditions in less than 1 Ma. Thus, evidence of approximate temporal invariance in rock uplift, exhumation, or erosion rates may not be sufficient evidence

---

**Fig. 4.** Contrasting transient response to changes in accretionary flux (A–C) and climate-modulated erosional efficiency (D–F). Left column illustrates orogen response to either a factor of two increase (grey lines) or decrease (black lines) in accretionary flux at time $t=0$ in terms of (A) topographic relief (tracking surface uplift), (B) total erosional efflux, and (C) rock uplift rate on the pro-wedge side. Right column illustrates orogen response to either a factor of two increase (black lines) or decrease (grey lines) in erosional efficiency ($K^\ast$) at time $t=0$ in terms of (D) topographic relief (tracking surface uplift), (E) total erosional efflux, and (F) rock uplift rate on the pro-wedge side. All variables are normalized by their initial steady-state value, denoted by the subscript $i$. 
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that an orogenic system has reached quasi-steady-state conditions.

7. Discussion and conclusions

Orogenic wedges are predicted to grow and shrink in response to changes in erosional efficiency (climate and rock properties) and accretionary flux (tectonics). Accordingly, changes in climate and tectonic forcing cause persistent changes in rock uplift rate [23–25,35]. Thus although the hypothesized climate-change-induced production of relief [15] has proven equivocal [16–19], climate change has the potential to alter rock deformation patterns and strain rates, inducing persistent increases in rock uplift rate [23–25,35], which is arguably a more interesting finding than the prospect of increased peak elevations due to isostatic compensation of enhanced surface roughness. Here we have shown that orogen response is approximately exponential and the response time is well characterized by an e-folding time, $T_{1/e}$ (Figs. 4 and 5). Our analysis of asymmetric, two-sided orogenic wedges considers both tectonic and climatic perturbations, accounts for recycling of sediments in the mass balance, encompasses the time evolution of topographic relief, erosion rate, rock uplift rate, and surface uplift rate, and shows that response time is primarily controlled by the final climate state as expressed by $K_f^*$, which is linearly dependent on the coefficient of fluvial erosion on both the pro-wedge and retro-wedge sides of the orogen. Note that one-sided or symmetrical wedges are a special case of our general solution. Because orogen response time is set by the final value of the coefficient of erosion, the response to an increase in the erosional efficiency will be faster than that to a change in accretionary flux, which in turn will be faster than that to a decrease in erosional efficiency (Fig. 4). In other words, the fastest way to increase mean elevation and relief is to increase the tectonic influx, and the fastest way to reduce them is to increase the erosional efficiency by way of a climate change.

Inversion of the stratigraphic record has long been hampered by the inability to differentiate between
climatic and tectonic drivers of sediment supply (see for example Heller et al. [59]). Our analysis shows that orogen responses to climatic and tectonic perturbation are quite distinct, suggesting potentially diagnostic patterns in sediment efflux, exhumation rates, and orogen growth or decay (and therefore flexural loading or unloading of flanking basins). A step-function change in accretionary flux induces a simultaneous smooth, exponential transition in topographic relief, erosional efflux, and rock uplift rate to new steady-state values with a common response time, regardless of the sign and magnitude of the perturbation (Fig. 4A,B,C). Abrupt, step-function increases in rock uplift, erosion rate, and total erosional efflux \( F_E \) are generally not possible responses to changes in tectonic accretion flux. Analyses of steady-state conditions [23–25] have shown that topographic relief and rock uplift rate responses are damped compared to the magnitude of the perturbation (compare Fig. 4A,B,C) because roughly 50% of the enhanced accretionary flux is absorbed by widening of the orogenic wedge.

There are significant differences in system response to climatic rather than tectonic perturbation (Figs. 4 and 5). First, equilibration is much faster in response to an increase in erosional efficiency and slower in response to a decrease in erosional efficiency (Fig. 4D,E,F). Second, only topographic relief and wedge cross-sectional area show a smooth, monotonic transition to the new steady-state condition (Fig. 4D). Following a step-function change in net erosional efficiency, \( K^* \), the erosion rate, \( E_{p,r} \), total erosional efflux, \( F_E \), and rock uplift rate, \( U_{p,r} \), each exhibit an impulsive initial response and then relax exponentially (Fig. 4E and F). The impulsive initial response involves a 1:1 change in erosion rate and total erosional efflux and a nearly 1:1 change in rock uplift rate with the change in erosional efficiency. The strong response in rock uplift rate is a consequence of isostatic compensation of erosional unloading (here assumed to be instantaneous on the timescale of orogen response — an order 10 ka viscous lag time can be assumed negligible), which diminishes with time as the system approaches a new steady-state condition (Fig. 4F). The numerical simulations of Stolar et al. [35] are generally consistent with our model, but lack this impulsive rock uplift response to climate change because their model imposes a horizontal basal boundary and thus excludes any isostatic response (in this case the rock uplift history looks much like that in Fig. 4C).

An interesting implication of our finding is that rock uplift rate is far more sensitive to climatic perturbation than to differences in steady climate conditions [60,61]. Whereas a net change in rock uplift rate persists as the wedge shrinks or grows, erosional efflux returns to its original steady-state condition balancing the total accretionary flux (Fig. 4E and F). Only during the transient adjustment is climate change expected to drive a change in overall sediment delivery rates. In addition, where a climate change involves a change in the \( C_p/C_t \) ratio, \( \lambda \) is permanently changed, influencing \( F_{Ep} \) and \( F_{Er} \) accordingly, and also total \( F_A \) in cases where some material is recycled back into the pro-wedge (\( \xi > 0 \)). The area under the \( F_E(t) \) curve (Fig. 4E), corrected for the fraction of material not recycled into the wedge (\( 1 - \xi \)), is the predicted total excess sediment delivered to basins from active orogens in response to climate change [21].

The orogen response timescale derived here is only weakly dependent on the value of the wedge area exponent, \( p \) (Eqs. (10) and (12)), and therefore only weakly dependent on the initial and final cross-sectional areas, the accretionary flux, and both the magnitude and sign of either climatic or tectonic perturbations. As shown earlier, for orogenic wedges with the same initial cross-sectional area, and subjected to the same perturbation in \( K^* \) or \( F_A \), \( T_{ic} \) is found to vary by less than a factor of two within the range \( 0.7 \leq p \leq 1.2 \) (Fig. 3). Whipple and Meade [24] considered the extent to which different erosion process mechanics and deviations from self-similar wedge growth (as might occur because of rheologic variations) may be expressed as deviations in the orogen-scale erosion rule exponents \( a \) and \( b \) (and therefore \( p \)). The weak dependence of orogen response time on the exponent \( p \) suggests that it is not strongly sensitive to either erosion process mechanics or wedge rheology, although the magnitude of the net change in wedge size and rock uplift rate is moderately sensitive to both [24].
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